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1. INTRODUCTION
In the clinical setting, the incompetency of trainee doctors is 
always difficult issue. These problematic trainees usually require 
remediation, creating significant workflow issues and negatively 
impacting future recruitment.1 Moreover, incompetence may 
also result in mistreatment, which may be harmful to patients.2 

In real-world practice, one crucial question is the delayed inter-
vention for “problematic trainees,” that is, the intervention 
usually after the observation and development of incompetent 
behavior. This phenomenon contradicts most updated theo-
ries of medical education: the “formative feedback” provided 
during the training is far more helpful than “summative feed-
back” after the training.3 However, effective and timely forma-
tive feedback is highly dependent on the early detection and 
identification of problems by medical educators. In the United 
States, studies using data from medical schools for predicting 
future clinical performance have shown conflicting results.4–6 
An updated meta-analysis showed examination-based selection 
strategies (i.e., the USMLE board exam) strongly correlate with 
in-training examinations and a moderate association between 
grades in medical school and examination-based and outcome.7 
One study analyzing the data of Harvard Medical School found 
that the “bottom quartile” of preclerkship grades could pre-
dict academic difficulties, measured by clinical clerkship GPA 
and OSCEs.8 Conversely, there is also one study showed that 
USMLE Part 1 may even have a negative correlation with 
future clinical performance and professionalism.9 In Taiwan, 
there are no reliable predictors of future clinical performance 
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Abstract
Background: In real-world medical education, there is a lack of reliable predictors of future clinical competencies. Hence, we aim 
to identify the factors associated with clinical competencies and construct a prediction model to identify “improvement required” 
trainees.
Methods: We analyzed data from medical students who graduated from National Yang-Ming University with clerkship training and 
participated in the postgraduate year (PGY) interview at Taipei Veterans General Hospital. Clinical competencies were evaluated 
using grades of national objective structured clinical examination (OSCEs). This study used data from medical students who gradu-
ated in July 2018 as the derivation cohort (N = 50) and those who graduated in July 2020 (n = 56) for validation.
Results: Medical school grades were associated with the performance of national OSCEs (Pearson r = 0.34, p = 0.017), but 
the grades of the structured PGY interviews were marginally associated with the national OSCE (Pearson r = 0.268, p = 0.06). A 
prediction model was constructed to identify “improvement required” trainees, defined: trainees with the lowest 25% of scores in 
the national OSCEs. According to this model, trainees with the lowest 25% medical school grades predicted a higher risk of the 
“improvement required” clinical performance (Q1–Q3 vs Q4 = 15% vs 60%, odds ratio = 8.5 [95% confidence interval = 1.8-39.4], 
p = 0.029). In the validation cohort, our prediction model could accurately classify 76.7% “improvement required” and “nonim-
provement required” students.
Conclusion: Our study suggests that interventions for students with unsatisfactory medical school grades are warranted to 
improve their clinical competencies.
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and the development of competencies. Hence, this study aimed 
to identify predictors of clinical performance in the Taiwanese 
context by using a large-scale database from the Taipei Veterans 
General Hospital.

2. METHODS
This study analyzed the data of medical students who graduated 
from National Yang-Ming University (NYMU, name changed 
in 2021 as National Yang-Ming Chiao Tung University) in July 
2018 and July 2020. We used data from 2018 as the derivation 
cohort and 2020 as the validation cohort to avoid mixed data 
for students who delayed graduation for one year due to certain 
special programs (i.e., physician-scientist) within the curriculum 
or students’ career planning.

2.1. The inclusion and exclusion criteria
The inclusion criteria were as follows (1) completed intern-
ship training at Taipei Veterans General Hospital (Taipei 
VGH) and (2) participated in a postgraduate year (PGY) inter-
view at Taipei VGH Trainees without data on the national 
OSCE or who had not participated in the PGY interview were 
excluded.

2.2. The procedure and scoring of national OSCE
The procedure of national OSCEs has been validated and used 
in Taiwan’s teaching hospital for more than 10 years.10 All 
examinees are presented with the same problem and asked to 
execute the same task.11 The examiners evaluated the exami-
nees’ performance based on a standardized checklist. The 
standardized patient should be trained by healthcare profes-
sionals to act as patients according to the standardized role-
play script.12 In Taipei VGH, the national OSCEs include 12 
stations for national OSCEs, and the time duration of each 
station is 8 minutes. The 12 stations of the OSCE commonly 
include history taking, communication skills, procedural 
skills, physical examination, differential diagnosis, and clini-
cal reasoning. At each station, each examinee received scores 
from the checklist and the global rating scores. The scores 
consisted of 0 (not at all), 2 (partially achieved), and 3 (com-
pletely achieved). The total items from the checklist of each 
station could be different. Hence, scores were transformed into 
the percentage of the total scores of each station. The global 
rating score in each station was classified into five levels: 1 
(poor), 2 (fair), 3 (average), 4 (good), and 5 (excellent). In 
the national OSCEs, the examinee-centered borderline group 
method with regression established a passing standard.13–15 
The passing standard of each station is the mean score from 
the checklist in those rated as level 2 in the global rating.13,15–20 
In this study, we used “the percentage of scores above the 
qualification standard” as the outcome measurement for per-
formance in national OSCE, defined as the difference between 
actual and approval standard score, divided by the approval 
standard score.

2.3. The procedure of structured PGY interview
In Taipei VGH, the structured PGY interview has been in use 
since 2014. Each station requires three attending physicians 
from different subspecialties as interviewers. The applicants are 
required to provide their autobiography, portfolio of clinical 
training, and three clinical cases. Clinical cases should include at 
least one internal medicine and one surgical case. At the begin-
ning of the structured interview, the applicants should give a 
brief introduction and answer questions from the interviewer 
about the autobiography and portfolio of the clinical training. 
Then, the applicants present the clinical cases selected by the 

interviewer. During the interview process, the interviewers also 
inquire about clinical reasoning, treatment strategies, ethnic 
issues, or evidence-based medicine about the presented cases. In 
this study, we used the mean grades from the three interviewers 
to measure the structured PGY interview. For analyses, all the 
grades of structuralized PGY interview were transformed into 
percentile rank scores.

2.4. The medical school grades
In this study, grades of medical school (from the first to the 
fifth year) were obtained from the same institution (NYMU) 
to ensure the reliability of the grading system. Then, the grades 
from 2018 (derivation cohort) and 2020 (validation cohort) 
were separately transformed into percentile rank scores. The 
medical school grades were divided into quartiles to analyze the 
feasibility of the “bottom quartile” of medical school grades as 
a predictor for clinical performance.8

2.5. Statistics
Data of the baseline demographics of the derivation and valida-
tion cohorts are reported as means and standard deviations. In 
this study, all comparisons between categorical and continuous 
variables were analyzed using chi-square or t tests, as appro-
priate. We used Pearson’s correlational analyses to examine 
potential associations between the grades from the structured 
PGY interview, national OSCE, and medical school. We further 
divided the dataset into quartiles to construct a prediction model 
that is more easily applicable in real-world medical education. 
The significant variables were used to construct a decision tree 
based on the exhaustive chi-squared automatic interaction 
detection algorithm with the following adjustments: ≥20 and ≥5 
cases per parent node and child node, respectively; automatic 
maximum tree depth.21 For all analyses, results were considered 
significant at p < 0.05.

3. RESULTS

3.1. Demographics and baseline characteristics
The derivation cohort included 50 medical students (20 women 
and 30 men) who graduated from NYMU in July 2018, received 
clinical internship training, and participated in the PGY inter-
view at Taipei VGH. In addition, data from 56 medical students 
(21 women and 35 men) who graduated from NYMU fulfilled 
the inclusion criteria of the present study and were used for the 
validation cohort. There were no differences in the performance 
of the national OSCE, grades in medical school, and the rank 
scores in structured PGY interviews between the derivation and 
validation cohorts (Table 1).

Table 1

Demographics and descriptive statistics

Variables 

Derivation 
cohort

(mean ± SD) 

Validation 
cohort

(mean ± SD) p * 

Sex (n, %)    
 Men 30 (60%) 35 (62.5%) 0.792
 Women 20 (40%) 21 (37.5%)
Percentage of score above the qualification standard 
in national OSCE (%)

39.7 ± 8.7 37.5 ± 8.5 0.211

Grades in medical school (%) 40.4 ± 20.6 39.5 ± 19.2 0.809
Rank scores in structuralized PGY  
interview (%)

67.1 ± 23.1 59.7 ± 25.1 0.119

* All comparisons among categorical and continuous variables were analyzed using chi-square or t 
tests as appropriate, and results were considered significant by p < 0.05.
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3.2. Factors associated with the performance of national 
OSCE
In this study, we found that medical school grades were associ-
ated with the performance of national OSCEs (defined as the 
percentage of scores above the qualification standard) (Pearson 
r = 0.34, p = 0.017). However, the mean score of the structured 
PGY interview was not associated with the performance of the 
national OSCE (Pearson r = 0.269, p = 0.06). We further divided 
our medical students into quartiles based on the performance 
of national OSCE and found a significant difference between 
students with the highest (“outperformed” group) and lowest 
quartiles (“improvement required” group) in national OSCEs in 
grades in medical school (Q1 vs Q4 = 48.1% ± 21.0% vs 29.2% 
± 23.9%, p = 0.046), but no difference in the structured PGY 
interview (Q1 vs Q4 = 79.1% ± 33.6% vs. 74.4% ± 31.0%, p = 
0.719) (Fig. 1; Table 2).

3.3. Factors associated with the “outperformed” and 
“improvement required” performance of the national OSCE
Undergraduates within the lowest quartiles in national OSCEs 
have lower grades in medical school (Q1-Q3 vs Q4 = 43.9% ± 
18.4% vs 29.1% ± 23.9%, p = 0.029), but there were no differ-
ences in the structured PGY interview (Q1-Q3 vs Q4 = 71.2% 
± 29.7% vs 74.4% ± 31.0%, p = 0.752). On the other hand, 
undergraduates with the highest quartiles in national OSCEs do 
not seem to have higher grades in medical school (Q1 vs Q2-Q4 
= 48.1% ± 21.0% vs 37.7% ± 20.1%, p = 0.120) or structured 
PGY interview (Q1 vs Q2-Q4 = 79.1% ± 33.6% vs 69.5% ± 
28.4%, p = 0.321).

3.4. Predicting the “improvement required” undergraduate 
in national OSCE
Based on our findings, we constructed a prediction model using 
medical school grades. According to this model, we found those 
with the lowest quartiles of grades in a medical school associated 
with a higher possibility belonging to the lowest quartiles in the 

national OSCEs (Q1-Q3 vs Q4 = 15% vs 60%, odds ratio= 8.5 
[95% confidence interval = 1.8-39.4], p = 0.029). Using trainees 
in the next year as validation cohort (n = 56), our prediction 
model could accurately classify 76.7% “improvement required” 
and “nonimprovement required” students (Fig. 2).

4. DISCUSSION
In this study, we found that medical school grades were asso-
ciated with the performance of OSCEs, and the structured 
interview was not related to the performance of OSCEs. 
Undergraduates with the lowest 25% grades in medical school 
can predict “improvement required” (last 25%) performance in 
OSCEs. However, neither grades in medical school nor struc-
tured interviews can help identify the “outperformed” popula-
tion in OSCEs.

Our study had several strengths. First, we used national 
OSCEs to measure clinical performance, a significant preda-
tor of postgraduate medical expertise scores. Second, we used 
a validation cohort to ensure the reliability of the prediction 

Fig. 1 Factors associated with highest and lowest performance in national objective structured clinical examinations. PGY = postgraduate year.

Table 2

Factors associated with performance of national OSCE

Variables 
Grades in  

medical school p* 
Structuralized PGY 

interview p* 

Highest performance (Q1) 48.1% ± 21.0% 0.046** 79.1% ± 33.6% 0.719
Lowest performance (Q4) 29.2% ± 23.9% 74.4% ± 31.0%
Highest performance (Q1) 48.1% ± 21.0% 0.120 79.1% ± 33.6% 0.321
Acceptable-to-lowest 
performance (Q2-Q4)

37.7% ± 20.1% 69.5% ± 28.4%

High-to-acceptable 
performance (Q1-Q3)

43.9% ± 18.4% 0.029** 71.2% ± 29.7% 0.752

Lowest performance (Q4) 29.1% ± 23.9% 74.4% ± 31.0%

*All comparisons among continuous variables were analyzed using t tests.
**Results were considered significant by p < 0.05.
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model. A reliable predictor of future clinical competencies is 
crucial in medical education. Hence, several studies have aimed 
to identify the “outcome predictors” for medical education.9 
Several studies found the interview moderately predicts clinical 
performance,22–27 but other studies showed no or weak associa-
tion with residents’ future performance.28–30 Our study found 
no correlation between interview grades and performance in the 
national OSCE. However, this should not be interpreted as the 
structured interview being unhelpful for trainee selection. The 
interview results might reflect other noncognitive factors, i.e., 
interpersonal communication skills, interest in the field, depend-
ability, and honesty.31,32 In addition, it may not linearly reflect 
the clinical competencies but can help identify obvious negative 
applicant characteristics.33 Moreover, some important applicant 
characteristics may require the interviewer’s “gut feeling” or 
clinical experience.34,35 Hence, the interview process should be 
viewed as an important “gatekeeper” for certain negative char-
acteristics, which are challenging to analyze by the OSCEs, for 
future clinical performance.

Another important question is how to identify the “improve-
ment required” by the trainees. Early studies found no correla-
tion between school grades and future clinical performance.36 
However, recent studies have found that school grades correlate 
with clinical performance in some institutions.37 This inconsist-
ency may be due to the different curricular designs and grad-
ing methods used in medical schools. The key factor for the 
high predictability of grades from NYMU may be the widely 
integrating of clinical and basic medicine in the curricula.38,39 

For example, problem-based learning courses have been widely 
applied in basic medicine, usually incorporated with a clini-
cal problem or scenario.12 Moreover, we also introduced the 
basic clinical skill course in the fourth year of the curriculum, 
and a previous comparative study showed that trainees’ basic 
clinical skills training in medical schools outperformed those 
under the traditional curriculum.40–42 In the present study, we 
found that school grades could be a reliable predictor of clini-
cal performance. Our prediction model could accurately predict 
the clinical performance in the validation cohort in the same 
institution. Using this model, we can set a threshold on perfor-
mance at the medical school to identify students likely to be the 
“improvement required” trainees earlier and provide them with 
additional intervention before developing incompetency. The 
success of the intervention was demonstrated when the predic-
tion model failed to classify the students.

Our study had several limitations. First, it used a surrogate 
parameter, the national OSCE, as the outcome measurement 
for clinical performance. The reason for using the grade from 
national OSCEs is that the procedure has been validated and 
widely applied in Taiwan’s teaching hospital for more than 10 
years10 with a standardized problem and task during the exami-
nation.11 Also, the examinees’ performance was evaluated using 
a standardized checklist. To avoid the possible confounding fac-
tors of the evaluation forms from the trainee’s clinical perfor-
mance, the grade from the national OSCE seems to be a more 
reliable parameter for clinical ability. Second, the clinical com-
petencies included several dimensions, including patient care, 

Fig. 2 Prediction model for clinical competencies. OSCE = objective structured clinical examinations.
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medical knowledge, practice-based learning and improvement, 
interpersonal and communication skills, professionalism, and 
system-based practice. Standardized OSCEs may have limited 
value for evaluating some dimensions, such as system-based 
practice. Third, the structured PGY interview and national 
OSCEs evaluated the competencies at a short time interval (i.e., 
1 day). It is difficult to use this measurement to evaluate other 
important factors, such as resilience. For example, our study did 
not find an association between the grades in interviews and 
OSCEs. On the other hand, a United Kingdom study found mul-
tiple mini-interview associated with subsequent OSCEs.43 This 
inconsistency suggests that several mini-interviews may be more 
helpful in evaluating the trainee’s clinical competencies. Further 
studies using different interview protocols are warranted to 
improve the predictability of the interview process. Fourth, we 
divided grades from structuralized PGY interviews and medical 
school into quartiles, which might be arbitrary. One reason for 
dividing the dataset into quartiles is to develop an easily appli-
cable prediction model. Also, our study aimed to examine the 
generality of the “bottom quartile of medical school grades” as a 
predictor for less optimal clinical performance, which was pro-
posed by Harvard Medical School.8 According to our research 
findings, the “bottom quartile of medical school grades” is also a 
useful predictor for identifying “improvement required” clinical 
trainees in the context of Taiwan.

In conclusion, using national OSCEs as a standardized surro-
gate parameter for clinical performance, we found that grades in 
medical school can predict poor performance but are ineffective 
in predicting outstanding performance. Based on the prediction 
model, additional support should be provided for undergradu-
ates with unsatisfactory medical school grades to ensure clinical 
performance quality during their daily practice.
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