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Dear Editor,
We found the article “Chat Generative Pre-training Transformer 
(ChatGPT) failed Taiwan’s Family Medicine Board Exam” is 
interesting.1 Its performance in the medical industry was further 
tested by Weng et al.1 The questions used by Weng et al were taken 
from Taiwan’s 2022 Family Medicine Board Exam, which mixed 
Chinese and English, featured a variety of question styles, includ-
ing reverse questions and multiple-choice questions, and mostly 
focused on general medical knowledge.1 According to Weng et 
al,1 ChatGPT’s accuracy rate for Taiwan’s Family Medicine Board 
Exam was insufficient, and plausible causes include the specialist 
exam’s high difficulty level and the dearth of traditional Chinese 
language materials in the database. However, according to Weng 
et al,1 ChatGPT did well in questions including negative phrases, 
mutual exclusion, and case scenario, and it may be a useful tool for 
learning and test preparation. Future research can look into ways 
to raise ChatGPT’s accuracy rate for specialized tests and other 
domains, according to Weng’s et al conclusion.1

The dependability of the ChatGPT is one problem, but there 
are many more that need to be resolved as well. In essence, 

artificial intelligence (AI) is computational software that makes 
predictions based on information that is publicly available from 
reputable or dubious sources. AI cannot generate, review, or 
analyze any private scientific or medical data. Without human 
supervision, AI should not be used to draft, edit, or approve 
sensitive information.2 The subject of whether AI data can be 
trusted is a big and divisive one. Ethics must be taken into 
account when using AI. It is crucial to take into account how 
AI could be used morally. The ChatGPT may immediately 
deliver pertinent information even in the absence of user input. 
Techniques for managing intake that are effective may help to 
stop overuse. It is important to keep in mind that humans, not 
artificial intelligence, decide whether AI is employed in morally 
and responsibly.
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