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DEAR EDITOR,
I am writing to express my critique of the article titled 
“ChatGPT surges ahead: GPT-4 has arrived in the arena of 
medical research” by Ying-Mei Wang and Tzeng-Ji Chen, pub-
lished in the Journal of the Chinese Medical Association.1 While 
the article provides an overview of the performance and poten-
tial applications of ChatGPT and GPT-4 in the medical field, I 
believe there are certain aspects that warrant further considera-
tion and clarification.2

First, the article emphasizes the remarkable performance of 
ChatGPT in various medical examinations, citing studies that 
indicate its ability to approach or surpass passing thresholds 
without prior training. While these findings are intriguing, it 
is important to acknowledge the limitations of these studies, 
such as the specific examination domains and question formats 
utilized. Medical examinations, particularly those designed for 
professionals and specialists, often require complex reasoning, 
critical thinking, and context-specific knowledge.3,4 It is cru-
cial to evaluate the extent to which ChatGPT can handle such 
nuanced tasks beyond simple question-answering, as highlighted 
in the study on Taiwan’s family medicine board examination.

Furthermore, the article’s discussion of GPT-4’s capabilities 
and potential impact on medical research and healthcare is 
rather limited. The article briefly mentions that GPT-4 is more 
creative, powerful, and reliable but fails to delve into the spe-
cific advancements and improvements that GPT-4 offers over 
ChatGPT. It would have been beneficial to explore the enhanced 
features of GPT-4, such as improved contextual understanding, 
advanced reasoning abilities, or domain-specific fine-tuning. 
Without a comprehensive analysis of GPT-4, the article leaves 
readers with incomplete information regarding the latest devel-
opments in AI language models for medical research.5,6

In addition to the limited discussion on GPT-4, the article 
briefly mentions the surge in publications related to ChatGPT 
and GPT-4 in medical journals. However, it does not delve 
into the quality and reliability of these publications. Given the 
relatively recent introduction of these models, it is important 
to scrutinize the methodology, peer review process, and ethical 
considerations of the studies conducted using these AI systems. 
A more thorough examination of the robustness and general-
izability of the findings presented in these publications would 

have enhanced the article’s credibility and provided readers with 
a better understanding of the current landscape of AI-driven 
research in the medical field.7

Moreover, the article implies that medical publishing is lagging 
behind the current development of AI, without providing sufficient 
evidence or analysis to support this claim. While AI technolo-
gies, including language models, have the potential to revolution-
ize healthcare, it is essential to maintain a cautious and critical 
approach when integrating them into medical research and prac-
tice.8,9 The assertion that medical publishing is falling behind should 
be supported by concrete examples and a thorough examination of 
the current state of AI adoption in the medical field. Additionally, 
discussing potential challenges and ethical considerations associ-
ated with the use of AI language models in medical research would 
provide readers with a more comprehensive perspective.

I believe the article “ChatGPT surges ahead: GPT-4 has arrived 
in the arena of medical research” would benefit from a more bal-
anced and in-depth discussion that addresses the limitations of 
ChatGPT, provides a comprehensive evaluation of GPT-4, exam-
ines the quality and implications of the increasing number of pub-
lications in this area, and substantiates claims regarding the state 
of medical publishing in relation to AI development.10 By offering 
a more nuanced analysis, the article would contribute to a better 
understanding of the potential benefits and challenges associated 
with AI language models in medical research and practice.
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