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Abstract 
Background: This study investigates the performance of ChatGPT-3.5 and ChatGPT-4 in answering medical questions from 
Taiwan’s Physician Licensing Exam, ranging from basic medical knowledge to specialized clinical topics. It aims to understand 
these artificial intelligence (AI) models’ capabilities in a non-English context, specifically traditional Chinese.
Methods: The study incorporated questions from the Taiwan Physician Licensing Exam in 2022, excluding image-based queries. 
Each question was manually input into ChatGPT, and responses were compared with official answers from Taiwan’s Ministry of 
Examination. Differences across specialties and question types were assessed using the Kruskal–Wallis and Fisher’s exact tests.
Results: ChatGPT-3.5 achieved an average accuracy of 67.7% in basic medical sciences and 53.2% in clinical medicine. Meanwhile, 
ChatGPT-4 significantly outperformed ChatGPT-3.5, with average accuracies of 91.9% and 90.7%, respectively. ChatGPT-3.5 
scored above 60.0% in seven out of 10 basic medical science subjects and three of 14 clinical subjects, while ChatGPT-4 scored 
above 60.0% in every subject. The type of question did not significantly affect accuracy rates.
Conclusion: ChatGPT-3.5 showed proficiency in basic medical sciences but was less reliable in clinical medicine, whereas 
ChatGPT-4 demonstrated strong capabilities in both areas. However, their proficiency varied across different specialties. The type 
of question had minimal impact on performance. This study highlights the potential of AI models in medical education and non-
English languages examination and the need for cautious and informed implementation in educational settings due to variability 
across specialties.
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1. INTRODUCTION
In the rapidly evolving field of artificial intelligence (AI), emer-
gence of sophisticated language models such as Generative Pre-
trained Transformer (ChatGPT-3.5 and ChatGPT-4), developed 

by OpenAI, has sparked significant interest and debate, particu-
larly in their application to specialized fields such as medicine.1,2 
In November 2022, OpenAI introduced ChatGPT-3.5, a signifi-
cant language model trained using 175 billion parameters, capa-
ble of producing diverse content including dialogs, language 
translations, and article writing. Subsequently, on March 14, 
2023, OpenAI introduced a more advanced version, ChatGPT-4, 
as a paid service. With an expanded parameter set and enhanced 
training, this version is expected to exhibit superior reasoning 
and comprehension abilities compared with its predecessor.3

Since its launch, ChatGPT has sparked extensive discussions 
within the medical community.4 Its application in medical educa-
tion has captured much attention.5 Benefits of using it in medical 
education include personalized learning, clinical reasoning, and 
instant feedback.6 However, some concerns persist regarding its 
application in medical education, including bias and inaccuracy.7 
Thus, the medical knowledge of this AI model and its accuracy 
are crucial to ensure reliability.7,8 Several studies have assessed 
the accuracy of ChatGPT in answering medical questions 
across various conditions.9 However, research has found that 
its performance was influenced by factors such as specialty,10–14 
language,15–17 and generation of a GPT model.16,18,19 While stud-
ies have predominantly focused on English-based assessments 
and subspecialities,20–22 further research on its performance in 
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interpreting and responding to exam questions formulated in 
traditional Chinese should generate valuable insights into the 
functionality of language models in non-English languages.

This study aims to explore the performance of ChatGPT-3.5 
and ChatGPT-4 across a spectrum of medical specialties and dif-
ferent types of questions as presented in the Taiwan Physician 
Licensing Exam. Our primary goal is to deepen our understand-
ing of how these models perform when tasked with respond-
ing to medical examination questions in traditional Chinese, a 
departure from predominantly English-focused assessments in 
existing studies. By evaluating its capabilities in a comprehen-
sive range of medical disciplines and diverse question formats 
within the unique traditional Chinese linguistic context, the 
study seeks to substantially contribute to the ongoing explora-
tion of language models’ applicability in medical education and 
examination settings in traditional Chinese.

2. METHODS

2.1. Background of Taiwan’s National Physician Licensing 
Exam
In Taiwan, medical students must undergo two stages of 
national examinations before earning their physician licenses. 
The first stage focuses on basic medical science, which occurs 
between their fourth and fifth years in medical school and is 
divided into two sections: (1) Medical Science I, comprising bio-
chemistry, anatomy, embryology, histology, and physiology and 
(2) II, encompassing microbiology and immunology, parasitol-
ogy, pharmacology, pathology, and public health. Each section 
consists of 100 single-select multiple-choice questions with four 
options each. The perfect score is 100 points, with a passing 
score of 60.0% or above. The second focuses on clinical medi-
cine, which takes place after graduation and consists of multiple 
sections: (1) Medical Science III, covering internal medicine and 
family medicine; (2) IV, which includes pediatrics, dermatology, 
neurology, and psychiatry; (3) V, focusing on surgery, orthope-
dics, and urology; and (4) VI, comprising anesthesiology, oph-
thalmology, otolaryngology, obstetrics and gynecology, and 
rehabilitation. Each section has 80 single-select multiple-choice 
questions with four options each. Again, the perfect score is 100 
points, with a passing threshold of 60.0% or higher.

2.2. Data source
This study aims to rigorously evaluate the performance of 
ChatGPT-3.5 and ChatGPT-4, two advanced language mod-
els developed by OpenAI, using questions from the Taiwan 
Physician Licensing Examination conducted in 2022. The choice 
of questions was deliberate; the data used for training ChatGPT 
extend to September 2021; moreover, at the time of the experi-
ment (August 10–20, 2023), ChatGPT-4 had no Internet access. 
This approach was adopted to avoid any potential pretraining 
bias and provide a fair assessment of the models’ capabilities.

The examination questions and answers were obtained from 
the official website of the Ministry of Examination.23 The ques-
tions were written in Chinese, but the drug names and profes-
sional terminologies were presented in English. Additionally, 
image-based questions were excluded from the analysis.

2.3. Examination structure and question selection
The Taiwan Physician Licensing Examination is a comprehen-
sive test encompassing a wide array of subjects in basic medical 
science and clinical medicine. Exam questions are predominantly 
multiple-choice. For the purpose of this study, we selected a 
diverse set of questions from various medical specialties to thor-
oughly evaluate the models’ proficiency. However, image-based 

and diagrammatic questions were not included as they are out-
side the scope of ChatGPT’s text-based processing capabilities.

2.4. Query formation and model interaction
Each selected exam question was reformulated into a Chinese 
query format that caters to ChatGPT, directing it to choose 
the most accurate answer along with justifications. To mini-
mize possible biases from inconsistencies in multiple queries, 
each question was presented to it just once. Additionally, every 
query was initiated in a new session, effectively preventing the 
retention of information from prior sessions. Each query began 
with an additional instruction to prompt the model to start 
over (Fig. 1, a translated version in the Supplementary File,  
http://links.lww.com/JCMA/A319). Efforts were made to ensure 
that each question’s essence was preserved while making them 
comprehensible and answerable by the models. The questions 
were manually input into ChatGPT-3.5 and ChatGPT-4, with 
their respective responses being meticulously recorded. This 
approach was carefully employed to ensure each question was 
evaluated objectively, maintaining integrity and reliability of the 
assessment. ChatGPT was prompted to provide reasoning for 
its answers, and the responses, along with their rationales gener-
ated by both models, were reviewed by two physicians, Dr. Chen 
TA and Dr. Lin KC. This was done to ensure an in-depth evalu-
ation of the logic underlying its answers.

2.5. Assessing the accuracy of ChatGPT responses
Questions with images were excluded. After each query was 
entered into ChatGPT, it was prompted to answer the ques-
tion. The answers were then compared with the official answers 
released by the Ministry of Examination.24 For multiple correct 
answers, a response from ChatGPT was considered accurate if it 
corresponded to any of them. The accuracy rate was calculated 
as the number of correctly answered questions divided by the 
total number of questions after excluding those with images. 
The entire process took place from August 10–20, 2023.

2.6. Categorization and analysis of question types
Questions were sequentially categorized into four types: 
clinical vignette questions, single-choice multiple-item ques-
tions, positive-choice questions, and negative-choice ques-
tions (Fig. 2, a translated version in the Supplementary File,  
http://links.lww.com/JCMA/A319). A question was clas-
sified as a clinical vignette if it covered a clinical scenario. 
For the rest of the questions, those presenting a list of items 
and requiring respondents to select a choice from the list 
were termed single-choice multiple-item questions. Finally, 
we ascertained the question’s polarity based on its phrasing: 
those ending with “Which of the following options is cor-
rect?” or similar expressions were classified as positive-choice 
questions whereas those ending with “Which of the following 
options is incorrect?” or equivalent statements were deemed 
negative-choice questions. The entire process was conducted 
from August 10–20, 2023.

2.7. Statistical analysis
Responses from ChatGPT-3.5 and ChatGPT-4 were compared 
against the official answers. Accuracy rates were calculated for 
each model across different specialties and question types. The 
Kruskal–Wallis test and Fisher’s exact test were conducted to 
compare mean scores and accuracy rates between models across 
various domains and question types. A p value <0.05 was con-
sidered statistically significant. Data visualization and statistical 
analysis were conducted using Microsoft Excel 2019 and IBM 
SPSS Statistics 25.
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3. RESULTS
This study incorporated questions from the physician licensing 
exam held in February 2022. After excluding questions contain-
ing images, 99 questions were examined for Medical Sciences I, 
99 for II, 76 for III, 69 for IV, 74 for V, and 72 for VI (Table 1). 
Table 2 displays the distribution of questions across various 
specialties.

3.1. Overall performance of ChatGPT models
ChatGPT-4 (91.1%) showed a statistically significant improve-
ment over ChatGPT-3.5 (58.0%, p < 0.001). Moreover, 
ChatGPT-3.5 was more adept at basic medical sciences (67.7%) 
compared with clinical medicine (53.3%; p = 0.002). Conversely, 
ChatGPT-4 was highly efficient across both domains, with an 
accuracy of 91.9% in basic medicine and 90.7% in clinical 
medicine, indicating no significant difference in proficiency (p = 
0.647). While ChatGPT-3.5 struggled to meet the required accu-
racy benchmark for the second stage of the exam, ChatGPT-
4’s accuracy rates were consistently higher and surpassed the 
benchmarks across all subjects in the physician licensing exam of 
2022. ChatGPT-3.5’s accuracy rates for Medical Sciences I and 
II were 65.7% (65/99) and 69.7% (69/99), respectively, with an 
average of 67.7%, which is sufficient to pass the first stage of the 
exam. However, its accuracy rates for Medical Science III, IV, V, 
and VI were 64.5% (49/76), 53.6% (37/69), 43.2% (32/74), and 
51.4% (37/72), respectively, resulting in an average of 53.2%, 
which does not meet the threshold for the second stage of the 
exam. In contrast, ChatGPT-4’s accuracy rates were 89.9% 
(89/99) and 93.9% (93/99) in Medical Sciences I and II, respec-
tively, with an average of 91.9%. For Medical Science III, IV, V, 
and VI, its respective accuracy rates were 94.7% (72/76), 91.3% 
(63/69), 83.8% (62/74), and 93.1% (67/72), with an average of 
90.7%, enough to pass the second stage of the exam (Table 1).

3.2. Accuracy of ChatGPT across medical specialties
During the same test, both ChatGPT-3.5 and ChatGPT-4 
showed variances in accuracy across medical specialties, with 
ChatGPT-4 consistently achieving higher accuracy rates. The 
top three highest-scoring specialties for ChatGPT-3.5 were 
embryology (100.0%), biochemistry (81.5%), and pathology 
(79.2%), while the three lowest-scoring subjects were urol-
ogy (12.5%), histology (30.0%), and ophthalmology and 
orthopedics (both 33.3%). Meanwhile, ChatGPT-4 achieved a 
100.0% accuracy rate in five subjects: otolaryngology, public 
health, family medicine, dermatology, and anesthesiology. Its 
lowest-scoring subjects were urology (75.0%), embryology 
(80.0%), and surgery (84.2%). For ChatGPT-3.5, 7 of 10 spe-
cialties of basic medical sciences had achieved accuracy rates 
exceeding 60.0%; in the 14 specialties of clinical medicine, 
only three achieved accuracy rates above 60.0%. ChatGPT-4 
exceeded 60% in every specialty. Table 2 and Fig. 3 present fur-
ther comparisons of accuracy rates between ChatGPT-3.5 and 
ChatGPT-4 in other specialties.

3.3. Performance of ChatGPT across question types
Analysis of accuracy rates of ChatGPT-3.5 and ChatGPT-4 
across various question types revealed distinct performance 
levels though such differences did not achieve statistical signifi-
cance. ChatGPT-3.5 had an accuracy rate of 62.0% (132/213) 
for positive-choice questions, 58.5% (127/217) for negative-
choice questions, 52.7% (29/55) for clinical vignette questions, 
and 25.0% (1/4) for single-choice multiple-item questions. 
However, differences in performance across these question types 
were not statistically significant (p = 0.307). ChatGPT-4 demon-
strated an accuracy rate of 91.6% (195/213) for positive-choice 
questions, 92.6% (201/217) for negative-choice questions, 
85.5% (47/55) for clinical vignette questions, and 75.0% (3/4) 

Fig. 1 A structured interaction with ChatGPT in Chinese. The upper segment displays the query, a combination of a question from Taiwan’s National Physician 
Licensing Exam, and additional instructions. The lower segment reveals ChatGPT’s response comprising an answer and its rationale.
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for single-choice multiple-item questions. Statistical significance 
was not achieved in this case either (p = 0.245; Table 3, Fig. 4). 
Nevertheless, the accuracy rate of ChatGPT-4 surpassed that of 
ChatGPT-3.5 for different types of questions.

4. DISCUSSION
This study investigated the performance of ChatGPT-3.5 
and ChatGPT-4 across various specialties in the Taiwan 
Physician Licensing Exam of 2022. Our findings indicated that 
ChatGPT-3.5 could pass the first stage of the exam but failed 
the second. Meanwhile, ChatGPT-4 was not only capable of 
passing the first and second stages but also scored significantly 
higher than ChatGPT-3.5. A substantial variance was observed 

in the models’ accuracy rates across different medical specialties, 
but ChatGPT-4’s performance surpassed that of ChatGPT-3.5 
in almost every specialty. Furthermore, we found that differ-
ent types of questions had minimal impact on the accuracy of 
ChatGPT.

This study demonstrated that while ChatGPT-3.5 could 
achieve passing scores in basic medical sciences, it failed to meet 
the criteria for clinical medicine at the second stage. ChatGPT-3.5 
performed better in basic medical science specialties, achieving an 
accuracy rate of 60.0% or higher in all but histology, parasitol-
ogy, and physiology. This result echoes those of previous stud-
ies using ChatGPT-3.5 in medical examinations. Gilson et al25 
observed that ChatGPT model’s accuracy rate in USMLE step 1 
was higher than in step 2. Talan and Kalinkara26 further revealed 

Fig. 2 Classification of Taiwan’s National Physician Licensing Exam questions. Illustrated are four types: clinical vignette, single-choice multiple-item, positive-
choice, and negative-choice questions. Clinical vignette questions contain clinical scenarios. Single-choice multiple-item questions require choosing from 
multiple items in a list. Positive- and negative-choice queries are determined by phrasings such as “Which is correct?” and “Which is incorrect?,” respectively.
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that ChatGPT’s performance scores in anatomy exceeded those of 
undergraduate students. Although a study showed that ChatGPT-
3.5’s performance in parasitology was inferior to that of medical 
students in Korea, it still exhibited an accuracy rate of 60.8% as 
opposed to the medical students’ 89.6%.27 However, it is impor-
tant to acknowledge that these comparisons may not be fair when 
medical students from different countries are used as benchmarks 
for educational systems and assessment methodologies vary sig-
nificantly across countries.

In terms of performance in clinical medicine, ChatGPT-3.5 
showed much variability, achieving accuracy rates above 
60.0% in only three of 14 specialties.9 Its highest accuracy 
rate was 65.7% (44/67) in internal medicine, while its low-
est was 12.5% (1/8) in urology. Although some studies have 
shown that ChatGPT-3.5’s performance did not significantly 
vary between basic medical and clinical sciences,28,29 other 
research on specific specialties revealed inconsistent results. 
According to Ali et al,14 ChatGPT-3.5 passed examinations in 

Table 1

Comparative analysis of numbers, correct responses, and accuracy rates for ChatGPT-3.5 and ChatGPT-4 across various classes in 
Taiwan’s National Physician License Exam, 2022

Class Total numbersa Correct answers: GPT-3.5 Accuracy rates: GPT-3.5 Correct answers: GPT-4 Accuracy rates: GPT-4 p

First stage
  Medical Science I 99 65 65.7 89 89.9 -
  Medical Science II 99 69 69.7 93 93.9 -
  Average 67.7 91.9
Second stage
  Medical Science III 76 49 64.5 72 94.7 -
  Medical Science IV 69 37 53.6 63 91.3 -
  Medical Science V 74 32 43.2 62 83.8 -
  Medical Science VI 72 37 51.4 67 93.1 -
  Average 53.2 90.7
Total average 58.0 91.1 0.027

aImage-based questions were excluded.

Table 2

Comparative analysis of numbers, correct responses, and accuracy rates for ChatGPT-3.5 and ChatGPT-4 across specialties in 
Taiwan’s National Physician Licensing Exam, 2022

Specialties Total numbersa Correct answers: GPT-3.5 Accuracy rates: GPT-3.5 (%) Correct answers: GPT-4 Accuracy rates: GPT-4 (%)

Medical Science I
  Embryology 5 5 100.0 4 80.0
  Physiology 27 15 55.6 23 85.2
  Anatomy 30 20 66.7 27 90.0
  Histology 10 3 30.0 9 90.0
  Biochemistry 27 22 81.5 26 96.3
Medical Science II
  Parasitology 7 3 42.9 6 85.7
  Pathology 24 19 79.2 21 87.5
  Pharmacology 25 19 76.0 24 96.0
  Microbiology and Immunology 28 19 67.9 27 96.4
  Public Health 15 9 60.0 15 100.0
Medical Science III
  Internal Medicine 67 44 65.7 63 94.0
  Family Medicine 9 5 55.6 9 100.0
Medical Science IV
  Psychiatrics 17 9 52.9 15 88.2
  Pediatrics 31 19 61.3 28 90.3
  Neurology 15 6 40.0 14 93.3
  Dermatology 6 3 50.0 6 100.0
Medical Science V
  Urology 8 1 12.5 6 75.0
  Surgery 57 28 49.1 48 84.2
  Orthopedics 9 3 33.3 8 88.9
Medical Science VI
  Rehabilitation 14 7 50.0 12 85.7
  Ophthalmology 9 3 33.3 8 88.9
  Gynecology and Obstetrics 33 18 54.6 31 93.9
  Otolaryngology 6 4 66.7 6 100.0
  Anesthesiology 10 5 50.0 10 100.0

aImage-based questions were excluded.
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the neurosurgery field. Skalidis et al30 further demonstrated 
that ChatGPT could pass the core examinations in European 
cardiology; however, other studies have shown varying results. 
Antaki et al10 revealed that ChatGPT-3.5 had an accuracy rate 
below 60% in ophthalmology. Additionally, Yeo et al18 found 
a significant gap in ChatGPT-3.5’s performance between 
English and non-English questions. Wang et al15 observed 
that ChatGPT-3.5 was unable to pass the Chinese National 
Medical Licensing Examination. Furthermore, a study by Kao 
et al22 showed that ChatGPT-3’s performance was limited in 
the field of internal medicine. Besides language, other factors 
might affect the field, such as epidemiology, medical policies, 
and laws.15

Our results clearly exhibited that ChatGPT-4 demonstrated 
significantly higher accuracy rates in basic medical science 
and clinical medicine than ChatGPT-3.5. It scored higher than 
ChatGPT-3.5 across all specialties except embryology. These 
findings are consistent with the literature; for instance, Kleinig 
et al19 observed that ChatGPT-4’s performance in the Australian 
Medical Council licensing examination surpassed that of 
ChatGPT-3.5.19 Even in other languages, ChatGPT-4 exhibited 
higher accuracy in answering questions and better performance 
than ChatGPT-3.5.16–18 This finding is consistent with OpenAI’s 
own claims of ChatGPT-4 demonstrating higher accuracy than 
its predecessor.3 The potential integration of ChatGPT in medi-
cal education and examination systems seems promising but 
also poses challenges. While the models showed proficiency in 
various domains, they also highlighted areas for improvement. 
These findings underscore the need for continual model develop-
ment, especially in managing the nuanced and evolving nature 
of medical knowledge.

Our results suggested that performance across different ques-
tion types was not significantly different; ChatGPT-4 exhibited 
higher accuracy rates across all question types compared with 
ChatGPT-3.5. Oztermeli and Oztermeli28 as well as Hoch have 
pointed out that ChatGPT performs better in single-select multiple- 
choice questions compared with multi-select multiple-choice 

questions.31 In contrast, Weng et al21 indicated that in the con-
text of single-select multiple-choice questions, classification of 
the question does not significantly affect accuracy rates, which is 
consistent with our study because there are no multi-select ques-
tions in Taiwan’s National Physician Licensing Exam. However, 
it is noteworthy that multi-select multiple-choice questions 
inherently present greater difficulty than single-select multiple-
choice questions, which is reflected in lower accuracy rates. The 
variance in question types suggests that while ChatGPT can be 
a valuable educational resource, it cannot replace traditional 
methods and human expertise in medical training and assess-
ment as yet.32,33

Although ChatGPT-4 surpassed ChatGPT-3.5 in almost every 
specialty, there were still certain questions that ChatGPT-3.5 
answered accurately while ChatGPT-4 did not. According 
to Kleinig et al,19 ChatGPT-3.5 and ChatGPT-4 might pro-
vide different answers to the same question at different times; 
however, this self-inconsistency did not affect the superiority 
of ChatGPT-4. In addition, Chen et al34 found that the per-
formance of ChatGPT-3.5 and ChatGPT-4 changes over time, 
which means that the same query to ChatGPT can lead to the 
generation of different responses at different times. Both could 
lead to variability in ChatGPT’s answers. Our findings high-
lighted several areas for future AI development in the medical 
field. Enhancing the models’ consistency, expanding their under-
standing of diverse medical specialties, and improving their 
adaptability to different languages and cultural settings are cru-
cial. Additionally, exploring potential ethical implications and 
establishing guidelines for AI use in medical settings will be cru-
cial as these technologies become more integrated into health-
care systems.6,35 Medprompt, a recent prompt architecture that 
employs techniques including chain of thought, self-consistency, 
and choice shuffling ensemble, may further address this issue.36

This study sheds light on the performance of AI models in 
non-English-language contexts, particularly traditional Chinese. 
The results indicate that while ChatGPT can handle linguis-
tic diversity to some extent, challenges persist in the accurate 

Fig. 3 Accuracy rates across various specialties for ChatGPT-3.5 (light red) and ChatGPT-4 (dark red).
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interpretation and response to language-specific nuances. This 
finding is compatible with studies in other non-English coun-
tries.18,22,37–39 It underscores the importance of developing AI 
models that are inclusive and adaptable to various linguistic and 
cultural contexts.

This study has certain limitations. First, it involved entering 
Chinese exam questions into ChatGPT. This linguistic focus pro-
vides a unique perspective but may not fully capture the models’ 
capabilities in other languages or cultural contexts. It remains 
unclear whether ChatGPT’s errors are attributable to language 
comprehension or conceptual understanding. Second, some spe-
cialties feature a limited number of questions, so ChatGPT’s 
accuracy rate in these specialties might be not representative. 
Third, we used exam questions from 2022 because of pretrained 
data considerations, which might introduce biases. While such 
an approach minimizes the risk of the models having prior expo-
sure to the questions, it limits the generalizability of the find-
ings. The models’ performance over a broader range of years 
and question sets might yield different insights. Fourth, during 
our research period (August 10–20, 2023), ChatGPT-4 was una-
ble to read images, so we excluded questions containing those. 

This exclusion is a significant limitation given the importance of 
visual data in medical diagnostics and education. Fifth, we could 
not determine how ChatGPT operates exactly, including its 
parameters, self-inconsistency, and behavior change over time, 
which might lead to inconsistent results with time. Additionally, 
the study’s scope was limited to two versions of the ChatGPT 
model, which may not fully represent the entire spectrum of AI 
capabilities in medical contexts. Finally, this study did not assess 
the inconsistency between repeated querying. A more sophisti-
cated framework is needed to resolve such scenarios.
In conclusion, this study found that ChatGPT-3.5 is proficient in 
answering questions on basic medical sciences but falls short in 
accurately responding to clinical medicine questions. Meanwhile, 
ChatGPT-4 demonstrates not only competence in basic and clini-
cal medical sciences but also the ability to handle questions in tra-
ditional Chinese, highlighting its linguistic versatility. However, its 
proficiency may vary across different specialties. Question type did 
not significantly affect ChatGPT’s performance in answering med-
ical questions. Discrepancies in performance across various medi-
cal specialties emphasize the need for a cautious and informed 
implementation of these technologies in educational settings.

Table 3

Comparative analysis of numbers, correct responses, and accuracy rates for ChatGPT-3.5 and ChatGPT-4 across question types in 
Taiwan’s National Physician License Exam, 2022

Question types
Total 
numbersa

Correct answers: 
GPT-3.5

Accuracy rates: 
GPT-3.5 (%) pb

Correct 
answers: GPT-4

Accuracy rates: 
GPT-4 (%) pb

Overall   
  Positive choice 213 132 62.0 0.307 195 91.6 0.245
  Negative choice 217 127 58.5 201 92.6
  Clinical vignette 55 29 52.7 47 85.5
  Single-choice multiple-item 4 1 25.0 3 75.0
Medical Science I   
  Positive choice 73 46 63.0 0.112 66 90.4 0.941
  Negative choice 24 19 79.2 21 87.5
  Clinical vignette 1 0 0.0 1 100.0
  Single-choice multiple-item 1 0 0.0 1 100.0
Medical Science II   
  Positive choice 52 40 76.9 0.114 48 92.3 <0.001
  Negative choice 41 27 65.9 40 97.6
  Clinical vignette 5 2 40.0 5 100.0
  Single-choice multiple-item 1 0 0.0 0 0.0
Medical Science III   
  Positive choice 21 13 61.9 0.888 20 95.2 0.273
  Negative choice 42 27 64.3 41 97.6
  Clinical vignette 12 8 66.7 10 83.3
  Single-choice multiple-item 1 1 100.0 1 100.0
Medical Science IV   
  Positive choice 23 14 60.9 0.304 21 91.3 0.673
  Negative choice 32 18 56.3 30 93.8
  Clinical vignette 14 5 35.7 12 85.7
  Single-choice multiple-item 0 0 - 0 -
Medical Science V   
  Positive choice 17 10 58.8 0.078 17 100.0 0.200
  Negative choice 43 16 37.2 34 79.1
  Clinical vignette 13 6 46.2 10 76.9
  Single-choice multiple-item 1 0 0.0 1 100.0
  Positive choice 27 9 33.3 0.027 23 85.2 0.069
  Negative choice 35 20 57.1 35 100.0
  Clinical vignette 10 8 80.0 9 90.0
  Single-choice multiple-item 0 0 - 0 -

aImage-based questions were excluded.
bFisher’s exact test was used to compare accuracy rates across question types.
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APPENDIX A. SUPPLEMENTARY DATA
Supplementary data related to this article can be found at http://
links.lww.com/JCMA/A319.
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